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Seung-Ki Min, Xuebin Zhang, Francis Zwiers*

The Arctic and northern subpolar regions are critical for climate change. Ice-albedo feedback
amplifies warming in the Arctic, and fluctuations of regional fresh water inflow to the Arctic Ocean
modulate the deep ocean circulation and thus exert a strong global influence. By comparing
observations to simulations from 22 coupled climate models, we find influence from anthropogenic
greenhouse gases and sulfate aerosols in the space-time pattern of precipitation change over high-
latitude land areas north of 55°N during the second half of the 20th century. The human-induced
Arctic moistening is consistent with observed increases in Arctic river discharge and freshening
of Arctic water masses. This result provides new evidence that human activity has contributed

to Arctic hydrological change.

retic and northern subpolar regions play
Aa key role in determining the effects of

human-induced forcing of the climate
system and are expected to be affected more
strongly than other regions. Polar amplification
due to meridional heat transport and positive
ice-albedo feedback results in more rapid warm-
ing at high latitudes than at lower latitudes.
Arctic ecosystems, which are very vulnerable
to environmental changes, are experiencing the
impacts of climate change sooner and more
strongly than elsewhere (/-3). Freshwater in-
flow into the Arctic Ocean is a critical factor in
determining ocean convection in the subarctic
seas, affecting the Atlantic Ocean meridional
overturning circulation (MOC) and thus the
global climate (4, 5).

Observational studies show that precipi-
tation and river discharge have increased in
the Arctic region during the past 50 years,
together with ocean freshening (3, 5—7). Most
recent global climate models (GCMs) project
northern high-latitude precipitation increases
and MOC weakening in the future (8). Nev-
ertheless, the question of whether humans
have contributed to the observed Arctic pre-
cipitation increase has, until now, remained
unanswered.

Human influence on the climate has been
detected in surface temperature at global and
regional scales and in free atmospheric tem-
perature, tropopause height, sea level pressure,
ocean heat content, and surface and atmospher-
ic humidity at global scales (9—17). Detecting
preciptation response to external forcing is more
challenging for several reasons: The signal-
to-noise ratio is lower, global precipitation
changes may be constrained by changes in the
atmospheric energy balance that results in a
smaller precipitation change per unit climate
forcing from greenhouse gases than from
other agents (9, /2), and the local nature of
precipitation makes it more difficult to devel-
op spatiotemporally complete data sets (/2).
Nevertheless, the effects of external forcing
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on global land precipitation totals (/3—15)
and of anthropogenic forcing on the zonal
distribution of global land precipitation (/6)
have been detected in observations. Here, we
demonstrate a detectable anthropogenic in-
fluence on the observed change in Arctic land
precipitation over the latter half of the 20th
century.

Many Arctic watersheds extend farther
south than the area that is traditionally con-
sidered as the Arctic region (3). The Canadian
and Eurasian Arctic flowing watersheds in
particular extend to south of 50°N. For the
purpose of this analysis, we consider latitude
55°N as the southern boundary for the Arctic.

This includes most of the Arctic-flowing river
basins in both North America and Eurasia
while excluding regions with mid-latitude cli-
mate regimes as much as possible.

We used monthly precipitation amounts
from the Global Historical Climatology Net-
work (GHCN) data set (/7), compiled and
quality controlled at the National Oceanic and
Atmospheric Administration’s National Climatic
Data Center. Because the availability of station
data is limited before 1950, we restricted our-
selves to the time period from 1950 to 1999.
Canadian stations in the GHCN have many
missing values in the 1990s. We therefore re-
placed Canadian data in the GHCN with 495
adjusted precipitation records (/8). The result-
ing combined pan-Arctic data set has reason-
ably good spatial and temporal coverage and
benefits from adjustments for many known
precipitation measurement issues (/8). Never-
theless, uncertainty remains because of the dif-
ficulty in measuring precipitation in this region.
Monthly precipitation anomalies relative to 1961
to 1990 were subsequently calculated and gridded
at the 5° x 5° latitude-longitude resolution before
the analyses (/8).

We used climate simulations obtained from
the Coupled Model Intercomparison Project
phase 3 (CMIP3) archive and directly from
modeling centers. They included ANT simula-

Precipitation Trends (1950-99)
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Fig. 1. Large-scale precipitation trends (0.01 mm day™ per 100 years) during 1950 to 1999 from
the observations (OBS) and ALL, ANT, and NAT simulations. Large-scale precipitation variation is
represented by the first five spatial EOFs of 5-year mean precipitation from the CTL simulations
(18). Areas with less than 40 years of observations are marked with white space.

25 APRIL 2008 VOL 320 SCIENCE www.sciencemag.org

Downloaded from www.sciencemag.org on February 24, 2010


http://www.sciencemag.org

tions with historical anthropogenic forcing
from greenhouse gases and sulfate aerosols,
NAT simulations with reconstructed natural (vol-
canic and solar) external forcing, and ALL
simulations with both anthropogenic and nat-
ural external forcing. Control (CTL) simulations
were also used when estimating the natural in-
ternal variability of precipitation. Details of each
group are summarized in table S1. All simula-
tions were interpolated to the same 5° x 5° grid
as used for the observations and were masked
to mimic the availability of the observational
data (18).

We used the five leading spatial EOFs (em-
pirical orthogonal functions) computed from
the S-year mean precipitation fields of the
multimodel CTL simulations (/8) to represent
the large-scale precipitation variation in the
region. These EOFs account for 52% of the
total CTL simulation variability of 5-year mean
precipitation. We projected 5-year mean pre-
cipitation anomalies from the observations and
from the ALL, ANT, and NAT simulations onto
those EOFs.

Figure 1 shows the large-scale precipita-
tion trends during 1950 to 1999. The observed
change is characterized by an overall increas-
ing trend together with a decreasing trend over
the easternmost part of Eurasia, as has been
previously reported (3, 6, 16, 19). The overall
multimodel mean trend under ANT forcing
resembles that which is observed, but with
smaller amplitude. It is also consistent with
projected future precipitation change under
much stronger greenhouse warming (8). The
ALL trend has a pattern very similar to the
ANT trend, whereas the NAT trend exhibits a
pattern of opposite sign.

We compared the observed and simulated
space-time variation of precipitation (composed
of ten 5-year means, each represented in the
five EOF space) using the standard optimal

detection approach (20-22). This method ex-
presses the observations (y) as a sum of scaled
response patterns or “fingerprints” (X) estimated
from forced GCM simulations plus internal
variability (€): y = Xp + €. We regressed the
observations onto the multimodel mean ALL,
ANT, and NAT patterns separately to identify
observed precipitation responses to individual
forcing factors (“one-signal analysis”). To ex-
amine the relative contribution of natural and
anthropogenic forcings to the observed pre-
cipitation variation, we also conducted a “two-
signal analysis” by regressing observations
onto the ANT and NAT patterns simultaneously
(20). These regressions scale the model-simulated
fingerprints to best fit the observations. The
scaling factors B were estimated using the to-
tal least squares method (2/) so as to account
for sampling errors in the model-simulated
fingerprints.

The two independent estimates of internal
variability needed in the estimation and test-
ing of the scaling factors were obtained using
both forced and unforced multimodel simu-
lations. Only the multimodel mean values for
ALL, ANT, NAT, and CTL simulations respec-
tively were removed from the runs that make
up these ensembles when estimating the space-
time internal variability covariance matrices,
thereby accounting for intermodel variability in
the forced response (/8). Our detection analy-
ses were conducted in a space spanned by the
first 14 space-time EOFs of the first of the two
50-dimensional covariance matrices (five princi-
pal components for each of ten 5-year periods)
obtained in this way. Our detection results are
insensitive to reasonable variations in the num-
ber of space-time EOFs, as are the results of
the residual consistency test (22) that was used
to compare simulated and observed internal var-
iability. Detection of the response to external
forcing is claimed when the 5 to 95% range of
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the scaling factors f lies above zero. The robust-
ness of the detection results is also examined
by inflating estimated internal variability by a
factor of two.

Figure 2A shows the one-dimensional scal-
ing factors and their 90% confidence ranges
estimated with and without doubling model-
estimated internal variability. ANT is clearly
detected in the one-signal analysis. Although
ALL is also robustly detected, NAT is not de-
tectable. The two-signal analysis results indi-
cate that the Arctic precipitation response to
ANT forcing can be separated from that of
NAT and that the response to ALL forcing in
the observations is a manifestation of the re-
sponse to ANT forcing (also see fig. S1). A
two-signal analysis that uses ANT and NAT
simulations from the same group of the models
produced similar results (fig. S2 and suppor-
ting online text). The temporal evolution of the
spatial patterns of precipitation change in both
observations and simulations (fig. S3) shows
similar zonal variations, suggesting that these
zonal variations are important contributors to
our Arctic domain detection result, just as me-
ridional variation between zonal means is key
to detection on the global scale (/6). Detection
results using Arctic average precipitation are
less robust (fig. S4). However, detection analy-
ses of precipitation averaged meridionally over
three large subregions of the Arctic to retain
only very large scale zonal variation in land pre-
cipitation yield results similar to those from the
full analysis, which underscores the impor-
tance of considering the zonal pattern of Arctic
precipitation change in the detection analysis
(fig. S4 and supporting online text).

It should be noted that for the ANT re-
sponse, the 5 to 95% scaling factor range lies
above 1, with a best-guess value of about 3
(Fig. 2A), suggesting that the multimodel en-
semble Arctic precipitation response to ANT

A One—Signal Two—Signal B One—Signal Two—Signal

20 20 20 20

W ALL ® ANT i W ALL ® ANT
0 ® ANT X NAT bis @ 15 ® ANT X NAT s
— x NAT ~ X NAT
- - 5
2 101 | Lo 2 104 L 10
o { - o H
o ! o o i
“~ i - w“ - i
o 54 - o 54 H ' -
= ? . ¥ 1 ? £ . . 3 ?
E & 3 Y E
v 04 = O " 01 = = T - i L0
- -
-5 -5 -5 -5

Fig. 2. Best estimates of the scaling factors and their 5 to 95% un-
certainty ranges from one-signal and two-signal space-time analyses of
1950 to 1999 Arctic precipitation anomalies with (A) raw observations
and (B) observations from which AO-related variability has been re-
moved. In the one-signal analysis, observed precipitation anomalies are
separately regressed onto the multimodel mean precipitation anomalies
of all available ALL, ANT, and NAT simulations, respectively. In the two-
signal analysis, observed precipitation anomalies are regressed onto the

multimodel mean precipitation anomalies from ANT and NAT simulations
simultaneously. The first 14 space-time EOFs have been retained in the
optimal detection analysis, which explains 55% of total internal variance
of the 50-dimensional analysis vector (five principal components for ten
5-year periods). Dashed error bars represent the estimated uncertainty
range when model-simulated variability is doubled. The asterisks (*)
indicate that the residual consistency test (22) is passed only if model-
simulated variability is doubled.
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forcing is generally underestimated. This is con-
sistent with other studies indicating that models
undersimulate precipitation responses to external
forcing (13-16, 23).

The Arctic Oscillation (AO) is an important
contributor to Northern Hemisphere climate
variability (/, 3). The prolonged positive AO
phase during recent decades is in accord with
precipitation changes over Europe and the
Arctic (3, 24, 25). Although modeled AO re-
sponses to anthropogenic forcing are generally
weaker than observed (26, 27), some studies
suggest anthropogenic influences may have
been a factor (9). To test the sensitivity of our
detection results to the possible effect of AO
fluctuations, we repeated our detection analy-
ses on observed precipitation series that ex-
clude variability linearly related to the AO. We
did so by linearly regressing the observed
gridded monthly precipitation anomalies onto
the AO index, defined as the first principal
component of the monthly mean sea level
pressure anomalies north of 20°N (25) and by
retaining only the regression residuals for de-
tection analyses. The detection results obtained
in this way (Fig. 2B) are improved: The scaling
factors are closer to one, and model-simulated
variability agrees better with observed. This in-
creases confidence in our detection result be-
cause it demonstrates human influence on
aspects of Arctic precipitation change that are
not related to a component of circulation change
that has been associated with model structural
uncertainty. Nevertheless, it remains difficult to
assess the effects of model structural uncertainty,
as well as that of observational uncertainty, on
our results.

Our results indicate that anthropogenic forc-
ing from greenhouse gases and sulfate aerosols
combined has contributed to the observed high-
latitude precipitation increase during the lat-
ter half of the 20th century. We also find that
model-simulated precipitation responses to an-
thropogenic forcing are weaker than in the
observations. This implies that model-projected
future precipitation change may also be too
weak, which would have important implica-
tions for the development of adaptation strat-
egies: It is possible that future Arctic Ocean
freshening and MOC slowdown could occur
more quickly than indicated by currently avail-
able GCM simulations (7). Recent studies show
that Arctic sea ice is declining substantially
faster than indicated by model simulations
(28, 29).
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Efficient Inhibition of the Alzheimer's
Disease pB-Secretase hy
Membrane Targeting
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B-Secretase plays a critical role in B-amyloid formation and thus provides a therapeutic target

for Alzheimer’s disease. Inhibitor design has usually focused on active-site binding, neglecting the
subcellular localization of active enzyme. We have addressed this issue by synthesizing a
membrane-anchored version of a B-secretase transition-state inhibitor by linking it to a sterol moiety.
Thus, we targeted the inhibitor to active B-secretase found in endosomes and also reduced the
dimensionality of the inhibitor, increasing its local membrane concentration. This inhibitor reduced
enzyme activity much more efficiently than did the free inhibitor in cultured cells and in vivo. In
addition to effectively targeting B-secretase, this strategy could also be used in designing potent drugs

against other membrane protein targets.

key molecule in the pathogenesis of

Alzheimer’s disease (AD) is the B-

amyloid peptide (AB), which, either in
its soluble oligomeric form or in the plaque-
associated version, leads to neurodegeneration
(7). AB is liberated from the membrane-spanning
B-amyloid precursor protein (APP) by sequential
proteolytic processing using - and y-secretases.
B-Secretase activity is conferred by a transmem-
brane aspartyl protease, also termed BACE-1
(B-amyloid cleaving enzyme 1), which cata-

lyzes the rate-limiting reaction in the genera-
tion of AP (2). B-Secretase cleavage of APP
occurs predominantly in endosomes, and en-
docytosis of APP and B-secretase is essential
for B cleavage and AP production (3—7). The
low pH of endosomes is optimal for B-secretase
activity. Conversely, a-secretase cleavage of
APP, which precludes production of the toxic
AP peptide, occurs at the plasma membrane
(8). Both B- and y-secretase are thus propi-
tious therapeutic targets (/, 9). However, in
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