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ABSTRACT

Based only on monthly mean data, an analysis of variance method is proposed for decomposing the interannual
atmospheric variability in seasonal-mean time series into components related to ‘‘weather noise’’ and to slowly
varying boundary forcing and low-frequency internal dynamics. The ‘‘potential predictability’’ is then defined
as the fraction of the total interannual variance accounted for by the latter two components. A study using
synthetic data showed that the method proposed here is comparable in performance to conventional methods
requiring daily data.

The technique was applied to gridded global data of monthly surface temperature, 500-hPa height, and 300-
hPa wind in order to examine the geographical and seasonal dependencies of their potential predictability. For
all the variables, the highest potential predictability tends to be found in the Tropics, where seasonal anomalies
in the atmosphere are strongly coupled with the underlying sea surface temperature anomalies and the weather
noise component is relatively weak. In contrast, the predictability is generally low over the extratropics. Surface
temperature, however, exhibits relatively high predictability over the subtropical and midlatitude oceans, par-
ticularly over the midlatitude North Pacific in winter, where the El Niño–Southern Oscillation events exert strong
influences through atmospheric teleconnection. These results appear physically reasonable and consistent with
our current understanding based on previous observational and model-based analyses.

1. Introduction

Monthly and seasonal mean time series of meteoro-
logical variables are widely used for analyzing inter-
annual climate variability and predictability, using either
observed time series or the output of general circulation
models (GCMs). Studies of predictability and potential
predictability are usually based upon decomposition of
temporal variability into a part called the ‘‘weather
noise’’ variability that is fundamentally unpredictable
on seasonal timescales and another part assumed to be
at least potentially predictable (Madden 1976). The po-
tential predictability is often measured as the fraction
of the total variability accounted for by the latter part.
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Such measures are clearly sensitive to how the sepa-
ration of variance is performed. In many cases, temporal
filtering techniques are employed on the assumption that
weather noise operates mainly on timescales much
shorter than that of the potentially predictable variability
(e.g., Basher and Thompson 1996). However, weather
events include not only high-frequency, day-to-day fluc-
tuations but also low-frequency intraseasonal fluctua-
tions that give rise to chaotic, unpredictable fluctuations
in seasonal-mean time series. Therefore, it is not pos-
sible to completely isolate the potentially predictable
variability through temporal filtering.

A framework useful for analysis of climate variability
and predictability is to consider seasonal mean time se-
ries to be made up of the following three components:
a forced component, an internal source component, and
a residual weather noise component (e.g., Lorenz 1970;
Leith 1973; Zwiers 1996; Zheng and Frederiksen 1999).
The forced component represents the atmospheric re-
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sponse to gradual changes in the atmospheric compo-
sition, particularly in greenhouse gas concentration
(e.g., Manabe et al. 1991, 1992) and to slowly varying
boundary conditions such as sea surface temperature
(SST) anomalies (Bjerknes 1969; Rowntree 1972; Horel
and Wallace 1981; Lau and Nath 1994; Shukla 1998)
and anomalous sea-ice cover (Honda et al. 1999). The
internal source component represents low-frequency at-
mospheric variability induced by atmospheric internal
dynamics. The equatorial stratospheric quasi-biennial
oscillation is a particularly striking example (Holton
1992). Interannual variability in the extratropics asso-
ciated with stationary circulation anomalies, such as the
North Atlantic oscillation (NAO; van Loon and Rodgers
1978; Wallace and Gutzler 1981; Kushnir and Wallace
1989) and the Pacific/North American (PNA) pattern
(Wallace and Gutzler 1981; Kushnir and Wallace 1989),
may be influenced by internal dynamics including per-
sistent feedback forcing from synoptic-scale eddies trav-
eling along anomalous storm tracks (Lau 1988; Lau and
Nath 1991; Hurrel 1995). Extratropical remote response
to the El Niño–Southern Oscillation (ENSO; e.g., Ras-
musson and Carpenter 1982; Cane 1986; Kleeman and
Moore 1997) may also be modulated by such a feedback
from transient eddies (Hoerling and Ting 1994).

The forced and internal source components of the
atmospheric variability are, by nature, (nearly) constant
within a season, whereas the weather noise component
includes fluctuations over a wide range of frequencies.
The weather noise component should average to zero if
sampled over a very large number of realizations, but
not necessarily so if averaged over a single season. Since
the power spectrum of large-scale atmospheric motions
is fundamentally red, a nonzero seasonal mean of the
weather noise component is largely contributed to by
intraseasonal weather events with monthly or longer
timescales, including persistent blocking events in the
extratropics and the Madden–Julian oscillation (MJO)
in the Tropics (Madden and Julian 1971, 1972). Tran-
sient eddies along storm tracks, whose characteristic
timescales are less than 10 days, tend to exert only a
small direct influence upon the weather noise compo-
nent in monthly or seasonal means (Blackmon et al.
1984), although, as mentioned earlier, their indirect in-
fluence may be significant through their feedback on
disturbances with lower frequency. An important dif-
ference between the forced and internal source com-
ponents is that the latter are very sensitive to initial
conditions while the former are not.

The above variance decomposition may apply in most
areas of climate variability research. An important ap-
plication may be found in the assessment of potential
long-range predictability of the atmospheric circulation,
that is, the predictability of seasonal means a season or
more in advance (Madden 1976, 1981). As mentioned
above, the potential predictability may be measured as
the fraction of the total variability in seasonal means
accounted for by the potentially predictable forced and

internal source components. Dominance of the season-
ally unpredictable variability associated with the weath-
er noise component therefore lowers the potential pre-
dictability.

Another useful application may be found in validation
of the skill of atmospheric GCMs, in particular in terms
of the model’s ability to reproduce the forced compo-
nent. Model skill is often evaluated as the correlation
between raw seasonal anomalies in the observation and
a model simulation. Yet, their correlation based only on
the forced component, if successfully estimated, should
become a more precise measure of the model’s perfor-
mance. Furthermore, ensemble GCM experiments sub-
ject to an identical prescribed forcing with various initial
conditions should, in theory, enable separation of the
variability due to the forced component from that due
to the internal source component, which may lead to
deeper understanding of the influence of (nonlinear) in-
ternal dynamics on climate variability (Zwiers 1996;
Zheng and Frederiksen 1999).

Correctly estimating the variability due to the weather
noise component is crucial to the two applications men-
tioned above (Zheng and Frederiksen 1999). Typically,
the estimation requires a daily time series and an as-
sumption of its normality (Jones 1975; Madden 1976;
Trenberth 1984; Zwiers 1987; Zheng 1996). These re-
quirements, however, are subject to two main limita-
tions. First, daily time series of many meteorological
variables cannot be regarded as normally distributed.
For example, the frequency distribution of daily wind
speed or rainfall is highly skewed. Second, availability
of daily time series is limited in comparison with that
of monthly time series. For example, surface observa-
tions were recorded on a daily basis rarely during the
early instrumental period, and many modeling groups
record monthly statistics only. Therefore, it would be
very useful to develop a method for estimating the var-
iability due to the weather noise component based only
on monthly mean time series.

In this paper, analysis of variance approaches are pro-
posed for estimating the potentially predictable and
weather noise variability separately, only from normally
distributed monthly means. A method is also described
for subsequent testing of potential predictability based
on Zheng (1996) and Zwiers (1996). Monthly means
were used by Zwiers (1996) for estimating interannual
variability due to the weather noise component. Daily
data were still required, however, to evaluate the cor-
relation of the component between two adjacent months.
The proposed method is then applied to assessing the
potential predictability of global surface temperatures
and the mid- and upper-tropospheric circulation. An
analysis of synthetic red noise data demonstrates that
the proposed estimation approach is comparable to the
popular approach proposed by Zwiers (1987), which
requires daily data.

The present paper begins with a description of the
proposed variance estimation method and evaluation of
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the potential predictability. Section 3 is devoted to ap-
plications to monthly fields of observed meteorological
data. A summary and conclusions are presented in sec-
tion 4. Mathematical details and a comparative analysis
of synthetic data and meteorological data are discussed
in the appendixes.

2. Methodology

In the discussion to follow, it is assumed that the mean
annual cycle has been removed by a harmonic equiv-
alent analysis (e.g., Epstein 1991). Any uncertainties
introduced by the estimation of the mean annual cycle
are ignored. In this study, a season is assumed to be 3
months long, but the method described may easily be
applied to ‘‘seasons’’ of any length.

a. Statistical model

The basic statistical model for monthly means of a
variable (x) for a particular season obtained over a num-
ber of years (Y) may be expressed in the following linear
regression form:

xym 5 my 1 «ym, (1)

where y (51, . . . , Y) denotes the year, m (51, 2, or 3)
a month within a given 3-month season, my a seasonal
anomaly in year y due to boundary forcings, radiative
forcings and slowly varying internal dynamics, and «ym

a residual monthly departure of xym from the seasonal
value my. The residual weather noise component, which
consists of {«y1, «y2, «y3}, is assumed to comprise a
three-dimensional stationary stochastic process in time
with zero means and to be statistically independent and
identically distributed with respect to year y. The model
(1) is similar to the one described in the introduction,
but in (1) the forced and internal source components are
combined into my. This combination is necessary be-
cause one cannot isolate the internal source component
from the boundary-forced component in the observed
time series (a single realization of the climate system).
Still, ensemble GCM simulations should allow such a
separation to be achieved, by utilizing the strong sen-
sitivity of the internal source component to initial con-
ditions [see Zwiers (1996) and Zheng and Frederiksen
(1999) for more details].

Throughout this paper, we represent an average taken
over an independent variable (i.e., m or y) by replacing
that variable indicated as subscript with ‘‘o.’’ For ex-
ample, xyo indicates the 3-month average of xym in year
y and xoo, the average of xym, taken over all 3 months
and all Y years. With this notation, a seasonal mean can
be expressed as

xyo 5 my 1 «yo. (2)

As in Zheng and Frederiksen (1999), a symbol V
denotes the variance of a single variable or the covari-
ance between two variables and another symbol C the

correlation coefficient between two variables, all of
which are evaluated over all Y years. Estimated quan-
tities are indicated with a circumflex ‘‘^.’’ For example,
Ĉ(«y1, «y2) represents the estimated correlation coeffi-
cient between «y1 and «y2.

The following assumptions about monthly values of
the weather noise component in (1) are necessary for
estimating its variance V(«yo). Since its daily time series
within a season is, in general, assumed to be stationary,
so are the monthly statistics. Specifically, its interannual
variance is assumed to be independent of months, that
is,

V(«y1) 5 V(«y2) 5 V(«y3), (3)

and so is its intermonthly covariance, that is,

V(«y1, «y2) 5 V(«y2, «y3). (4)

Strictly speaking, these assumptions may not apply well
in transition seasons, but they are probably reasonable
for winter or summer seasons as in this study. Recog-
nizing that day-to-day weather events are unpredictable
beyond a week or two, we further assume that monthly
means of the weather noise component are uncorrelated
if they are a month or more apart. For 3-month seasons,

V(«y1, «y3) 5 0. (5)

Furthermore, «y1 2 «y2 and «y2 2 «y3 are assumed to be
normally distributed. This assumption is weaker than
the assumption that all «ym are normally distributed (Rao
1973). Here, since month-to-month fluctuations arise
entirely from the weather noise component (i.e., «y1 2
«y2 5 xy1 2 xy2), we can check the normality assumption
directly from observed monthly data. We confirmed that
the normality condition is approximately satisfied for
monthly means of such variables as temperature, pres-
sure, and wind speed, but not for monthly rainfall.

b. Variance estimates

We have derived specific expressions of the estimated
statistics in (1) and (2), which are listed in Table 1.
Some details in the derivations are presented in appen-
dix A. The intermonthly correlation of the weather noise
component Ĉ(«y1, «y2), which is the key statistic in cal-
culating others, has been derived through a maximum
likelihood estimation similar to that documented in
Zheng (1996) and Zwiers (1996), with a constraint that
the correlation lies between 0 and 0.1. For such a con-
tinuous meteorological variable as pressure and tem-
perature (but not precipitation), its daily time series can
roughly be regarded as AR(1), a first-order autoregres-
sive process (Trenberth 1984; Zwiers and von Storch
1995; Zwiers 1996), characterized by the first-order au-
tocorrelation coefficient a, which is generally between
0 and 0.9. For a daily AR(1) time series, the correlation
coefficient of its mean between two adjacent months is
approximately given by
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TABLE 1. Formulas for parameter estimates.

V̂(xyo)
Y1

2(x 2 x )O yo ooY 2 1 y51

Ĉ(«y1, «y2) 5 Ĉ («y2, «y3) min{0.1, max[1.5 2 y 1/y 2, 0]}

Ĉ(«y1, «y3) 0

V̂(«ym), m 5 1, 2, 3
ˆ22y C(« , « ) 1 2y2 y1 y2 1

ˆ3 2 4C(« , « )y1 y2

V̂(«yo)
ˆ ˆV(« )[3 1 4C(« , « )]y1 y1 y2

9

V̂(my) V̂(xyo) 2 V̂ («yo)

y 1

y 31
2x 2 x xO O Oym ym ym1 2[ ]2Y y51 m51 m ±m1 2

y 2

y1
2(x 2x )O y1 y32Y y51

a
C(« , « ) ø (6)y1 y2 2900(1 2 a)

(Zwiers 1996). Substituting 0 and 0.9 to a in (6) yields
0 and 0.1 as the lower and upper bounds for Ĉ(«y1, «y2),
respectively.

c. A test for potential predictability

In the statistical model (2), a seasonal mean xyo con-
ceptually consists of my and «yo. As mentioned earlier,
the potential predictability of the former may be mea-
sured as the ratio V(my)/V(xyo). For assessing the level
of its statistical significance, however, it is convenient
to consider V(xyo)/V(«yo) rather than V(my)/V(xyo). A
high significance level implies high potential predict-
ability of observed seasonal means. Otherwise, they are
dominated by the weather noise component and hence
considered unpredictable.

With the estimated variance of «yo as given in Table
1, the statistical significance of the potential predict-
ability of seasonal means can be assessed as follows.
Since C(«y1, «y2) is constrained between 0 and 0.1 and
C(«y1, «y3) is zero, V̂(«yo) is approximately distributed
as x2(2Y)V(«yo)/(2Y), where x2(2Y) is the chi-square
random variable with 2Y degrees of freedom (DOF; ap-
pendix A). Under the null hypothesis of no interannual
variability arising from boundary forcings and slowly
varying internal dynamics, that is, my is identical for
every y 5 1, 2, . . . , Y, the statistic

Y Y1 1
2 2(x 2 x ) 5 (« 2 « ) (7)O Oyo oo yo ooY 2 1 Y 2 1y51 y51

is distributed as x2(Y 2 1)V(«yo)/(Y 2 1). The statistic
in (7) becomes asymptotically independent of V̂(«yo) as
Y increases. Then the probability density distribution of
the statistic

Y1
2 ˆR 5 (x 2 x ) /V(« ) (8)O yo oo yoY 2 1 y51

is approximated by F(Y 2 1, 2Y), the F distribution with
DOFs of Y 2 1 and 2Y, which has the mean Y/(Y 2 1)
ø 1. If R differs significantly from 1 at the a percent
level, we claim the potential predictability is significant
at that level.

3. Results

a. Surface air temperature

The temperature data used here are monthly mean
surface temperature records archived on a regular 58
latitude by 58 longitude grid by the Climate Research
Unit (CRU), the University of East Anglia (Jones 1996).
They cover 106 yr since 1890, based on daily station
data of surface air temperature (SAT) over land and in
situ ship measurements of SST over the ocean. The
record length is unevenly distributed in space, from 106
yr over Europe to less than 30 yr over the polar regions.
Any grid point at which the observed record is available
only for less than 30 yr has been excluded from our
analysis. Most of these points are located poleward of
708N or 808S.

Before calculating subsequent variance estimates, a
linear trend has been removed at each grid point since
detection or analysis of trends is not a focus of this
paper. A trend estimate depends rather strongly on the
record length available, implying that the trend removal
may leave significant uncertainties in the estimated
forced/internal source variability in regions where the
available record is relatively short. However, the trend
removal should have no significant effect on the esti-
mation of weather noise variability.

The estimated standard deviations of «yo and my and
the potential predictability of the latter are mapped in
Fig. 1 for boreal summer (JJA) and winter (DJF) sea-
sons. For presentation, most of the high-latitude data
gaps have been filled in using a local regression inter-
polation. Variability in surface temperature due to the
weather noise component tends to be stronger over land
than over the ocean, which reflects the smaller heat ca-
pacity of the land surface. Over the mid- and high-
latitude continents in the Northern Hemisphere, as is
well known, the standard deviation is nearly twice as
large in winter as in summer. This wintertime variability
is attributed to strong intraseasonal transient activities
such as blocking events that not only enhance warm and
cold temperature advection but also act to form and
destroy near-surface stratifications over cold continental
surfaces. The opposite seasonal tendency is found in the
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weak weather noise component of extratropical SST.1

In winter, V(«yo) is suppressed due to the large heat
capacity of the oceanic mixed layer that is developed
through the thermal and mechanical forcing by vigorous
atmospheric intraseasonal disturbances, whereas the
mixed layer shallows in summer acting to enhance the
variability (Alexander and Deser 1995).

The overwhelming weather noise variability in SAT
over the extratropical continents renders the potential
predictability of SAT substantially lower than that of
SST, despite the forced component being weaker in SST
than in SAT, particularly over the wintertime continents.
The potential predictability is particularly high in the
equatorial Pacific, where the ENSO signal dominates
over the weather noise component. The predictability is
also particularly high in the wintertime extratropical
North Pacific, where the prevailing upper-level west-
erlies allow effective teleconnection from the Tropics
that enhances the remote influence of ENSO (Horel and
Wallace 1981; Lau and Nath 1994). The relatively low
predictability over the Southern Hemisphere maritime
regions is primarily due to the relatively large V(«yo),
which possibly reflects uncertainties in the data due to
insufficient observations.

b. Tropospheric circulation

We use monthly mean global fields of 500-hPa height
(Z500) and 300-hPa wind components (U300 and V300)
over the period 1958–96, based on the National Centers
for Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) reanalyses (Kal-
nay et al. 1996). The data were subsampled on a regular
58 3 58 latitude–longitude grid. Artificial climate
‘‘jumps’’ are minimized in the reanalyses by the use of
a fixed assimilation/modeling system, but jumps and/or
trends due to changes in observation systems may still
be present (e.g., Kidson 1999). As above, a linear trend
component fitted to the data time series has been re-
moved at each grid point.

The estimated standard deviations of «yo and my, and
the potential predictability for Z500, U300, and V300
are mapped in Figs. 2–4, respectively. Intraseasonal var-
iability in mid- and upper-tropospheric circulation is, in
general, influenced by thermal conditions at the under-
lying surface to a much lesser degree than that in SAT
or SST. Its distribution also reflects the land–sea thermal
contrasts to a much lesser degree and hence should be
more uniform in the zonal direction than that in SAT
or SST. Still, weak zonal asymmetries are evident in

1 Several studies have shown that the total interannual variability
V(xyo) in extratropical SST tends to be larger in summer than in winter
(Cayan 1980; Iwasaka et al. 1987; Nakamura and Yamagata 1999),
probably for the same reason as mentioned in the text. Our analysis
indicates that the same tendency applies separately to each of the
forced and weather noise components.

weather noise variability in all fields, as described by
Blackmon et al. (1984) for the Northern Hemisphere
(NH) and by Trenberth (1981, 1982) for the Southern
Hemisphere (SH). The variability itself and its zonal
asymmetries both tend to be stronger in the winter hemi-
sphere than in the summer hemisphere (Blackmon 1976;
Trenberth 1982). The maximum over the far southeast
Pacific is in the predominant blocking region identified
by Sinclair (1996) and Renwick (1998). The weather
noise variability is quite weak in the Tropics throughout
the year.

Over NH, the wintertime weather noise variability in
Z500 is strongest within the main jet exit regions, in
good agreement with Blackmon (1976) and Blackmon
et al. (1984). The strongest variability in summer ap-
pears in the polar region. In contrast to the weather noise
variability, the ‘‘forced’’ variability in Z500 is distrib-
uted more or less uniformly. In the extratropics, the
variability tends to be larger during winter in both hemi-
spheres, but the seasonality is much more pronounced
in NH. The prominent maxima over the far North At-
lantic and central North Pacific correspond to the NAO
and PNA, respectively, two of the most dominant anom-
aly patterns in the interannual timescales (Kushnir and
Wallace 1989). The potential predictability of Z500 ex-
hibits a pronounced tropical–extratropical contrast with
much higher predictability in the Tropics than in higher
latitudes, which reflects the suppression and predomi-
nance of the weather noise component in those two
regions, respectively. Modest wintertime maxima in the
predictability over the North Atlantic and North Pacific
correspond to the NAO and PNA-like signals, respec-
tively. The latter may manifest remote influence of
ENSO via atmospheric teleconnection (Horel and Wal-
lace 1981). The high predictability around Antarctica
may be artificial due to the lack of observations, but it
may in part reflect the interannual signal of the so-called
Antarctic circumpolar wave (White and Peterson 1996).

Geographical and seasonal characteristics similar to
those for Z500 apply to the estimated variance of the
weather noise component in U300 and V300. Weaker
tropical–extratropical contrasts in the wind variability
than in the height variability are attributed to the break-
down of geostrophy in the Tropics. In the deep Tropics
the influence of MJO leads to the dominance of U300
over V300 in the weather noise component (Madden
and Julian 1971, 1972). Since extratropical fluctuations
in U300 are associated primarily with quasi-stationary
height anomalies with meridional dipole-like structure
in jet exit regions (Blackmon et al. 1984; Kushnir and
Wallace 1989), pronounced U300 variability due to the
weather noise component is found in the central North
Pacific and Atlantic. In contrast, extratropical V300 var-
iability is associated primarily with wavelike anomalies.
Distribution of the weather noise variability in V300
seems to reflect the seasonal characteristics of the mean
flow in the extratropical SH with a single, zonally ex-
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tended jet in DJF and double Pacific jets in JJA (Tren-
berth 1982).

Since the forced component of variability is much
more pronounced in U300 than in V300, the potential
predictability is generally higher in U300 than that in
V300. Although somewhat less marked than in Z500,
the potential predictability of U300 and V300 exhibits
a considerable tropical–extratropical contrast with high-
er predictability in the Tropics. As for Z500, the me-
ridional contrast is attributed, in part, to a stronger signal
of the weather noise component in midlatitudes. In the
Tropics, the pattern of the potential predictability of
U300 is particularly reminiscent of ENSO signal, with
a broad maximum across the equatorial Pacific. Since
the forced seasonal anomalies associated with ENSO
are particularly evident in the Walker circulation, the
potential predictability in the Tropics is higher for U300
than for V300 in spite of the stronger weather noise
component in the former. The remote influence of ENSO
through the anomalous Walker cells contributes to the
high predictability in the tropical Atlantic and Indian
Oceans. Teleconnection of the ENSO signal results in
the strong forced variability in U300 over the extra-
tropical Pacific of the winter hemisphere, which leads
to the modestly high predictability in U300 there.

4. Conclusions

A reliable method for estimating the intermonthly
correlation using monthly data is proposed. This leads
to a new estimation of the weather noise variability
based only on monthly data. By applying the proposed
method, it is apparent that monthly time series can be
used successfully to partition seasonal-mean variability
into the weather noise and forced and internal source
components without any information derived from daily
data (cf. Zwiers 1987; Zwiers 1996).

Compared with techniques based on daily time series,
the method described here exhibits not only higher com-
putational and data-handling efficiencies but also broad-
er applicability. It was previously not possible to esti-
mate the interannual variance due to the weather noise
component either of surface temperature over a multi-
decadal or centennial period, where daily data are not
available for much of the period, or of wind components
(e.g., U300, V300), whose frequency distribution based
on daily sampling is far from normally distributed.
Many studies address the potential predictability of re-
gional surface air temperatures, for example, over North
America (Madden and Shea 1978; Shea and Madden
1990), Australia (Nicholls 1983), and New Zealand
(Madden and Kidson 1997), but to date none have ad-
dressed global predictability because long-term global
daily temperature fields are not available.

Recognizing that the weather noise component is, by
nature, unpredictable on seasonal and interannual time-
scales, we attempted to assess the potential predict-
ability as the ratio of the forced and internal source

components to the weather noise component. Based on
the multidecadal records, we found the potential pre-
dictability of surface temperature to be high over the
tropical oceans and subtropical and midlatitude oceans
in the winter hemisphere. Otherwise, the predictability
is low, particularly over wintertime continents. Much
stronger latitudinal dependencies appear in the potential
predictability of the mid- and upper-tropospheric cir-
culation. It is high only in the Tropics, where the weather
noise components are weak and where seasonal anom-
alies tend to be coupled strongly with the underlying
SST. The overall characteristics of the potential pre-
dictability of the variables studied, such as the geo-
graphical and seasonal dependencies, seem physically
reasonable and consistent with current understanding.

Yet, the statistical model (2) used in our assessment
is by no means perfect. For instance, the variability due
to the weather noise component in our estimation may
include the atmospheric response to SST fluctuations
from one month to another within a season. The re-
sponse should possess a certain level of potential pre-
dictability, although it is still unknown what fraction of
the observed month-to-month variability in the atmo-
sphere is accounted for by that response (Madden 1983;
Shukla 1983). The imposition of a linear trend (perhaps
to describe radiative forcing changes) may be somewhat
limiting. It is proposed to extend the model in future to
include nonlinear trend terms.
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APPENDIX A

Proofs of Formulas in Table 1

Consider the statistical model of monthly means giv-
en in (1). Here, we assume that their intermonthly fluc-
tuations within each 3-month season arise solely from
the weather noise component, that is,

x 2 x 5 « 2 « ,y1 y2 y1 y2 y 5 1, . . . , Y. (A1)5x 2 x 5 « 2 « ,y2 y3 y2 y3

Under the assumptions (3), (4), and (5), the variance
matrix of monthly means of the weather noise com-
ponent {«y1, «y2, «y3} may be expressed as
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TABLE B1. Simulation results using 40 yr of synthetic data (Y 5
40). The ‘‘traditional’’ method refers to Zwiers (1987) as shown in
(B2) of appendix B. ‘‘Proposed’’ is the method described in this paper.
The other two methods are variations of the proposed method as
described in appendix C. Column 2 indicates the degree of daily
autocorrelation in the time series. Columns 3 and 4 indicate how well
the weather noise variability is estimated. The perfect values for them
are one (i.e., no bias) and 0.158 [i.e., V̂(«yo) is distributed as
x2(80)V(«yo)/80], respectively.

Estimation
method for V («o)

a for daily
AR(1) series

ˆE[V(« )]yo

V(« )yo

ˆÏV[V(« )]yo

V(« )yo

Traditional
Proposed
Unconstrained
C(«y1, «y2) 5 0

0.4 0.97
1.01
0.92
0.93

0.16
0.18
0.49
0.15

Traditional
Proposed
Unconstrained
C(«y1, «y2) 5 0

0.6 0.99
0.99
0.93
0.91

0.17
0.19
0.51
0.15

Traditional
Proposed
Unconstrained
C(«y1, «y2) 5 0

0.8 0.92
0.92
1.00
0.83

0.14
0.16
0.40
0.12

« 1 r 0   y1 1
  

2V 5 E « (« « « ) 5 s r 1 r ,   « y2 y1 y2 y3 1 1  
« 0 r 1   y3 1

where E denotes the expectation value based on the all
Y years, s 2 the interannual variance of «ym, and r1 5
C(«y1, «y2) 5 C(«y2, «y3) the correlation coefficient of
«ym between two adjacent months. Likewise, the vari-
ance matrix of the intermonthly fluctuations of
{«y1 2 «y2, «y2 2 «y3} may be written as

« 2 «y1 y2V 5 E (« 2 « « 2 « )d« y1 y2 y2 y31 2« 2 «y2 y3

2 2 2r 2r 2 11 125 s .1 22r 2 1 2 2 2r1 1

Therefore the 22 ln (logarithmic) likelihood for (A1)
becomes (Jones 1993)

L(r1, {xym}) 5 Y{2[ln 1 1] 1 ln[det(Vd«)]},(2pŝ)

where the estimated variance is given by

Y1 x 2 xy1 y22 21ŝ 5 (x 2 x x 2 x )V . (A2)O y1 y2 y2 y3 d« 1 22Y x 2 xy51 y2 y3

Since the determinant and inverse of Vd« are given by

det(V ) 5 3 2 4r andd« 1

1 2 2 2r 1 2 2r1 121V 5 ,d« 1 2det(V ) 1 2 2r 2 2 2rd« 1 1

respectively, we find after some algebraic manipulations
that L(r1, {xym}) is minimized for r1 5 1.5 2 y 1/y 2,
where specific expressions of y 1 and y 2 are given in
Table 1. Then, the constraint 0 # r1 # 0.1 based on
the discussion in section 2b is imposed on r1, which
leads to the particular expression for C(«y1, «y2) (i.e.,
r1) shown in Table 1. By substituting r1 in (A2) by the
estimated C(«y1, «y2), we obtain

ˆ[22y C(« , « ) 1 2y ]2 y1 y2 12V̂(« , « ) 5 ŝ 5 andym ym ˆ[3 2 4C(« , « )]y1 y2

31ˆ ˆV(« ) 5 V(« , « )Oyo yi yj9 i, j51

ˆ ˆV(« )[3 1 4C(« , « )]y1 y1 y2
5 ,

9

both of which are also shown in Table 1.
Zwiers (1996) showed how to estimate the intermonth

correlation coefficients given an estimated 1-day lag
correlation and how to incorporate them into monthly
data for estimating V̂(«yo). The key innovation here is
that the intermonth correlation is estimated from month-
ly data but not daily data. Once the intermonth corre-
lation is known, our estimation for V̂(«yo) is essentially
identical to that proposed by Zwiers (1996). Especially,

V̂(«yo) is approximately distributed as x2(T*Y)V(«yo)/
[T*Y], where

22(3 2 2r )1T* 5 . (A3)
29 2 12r 1 8r1 1

APPENDIX B

Comparison with Frequency Domain Method

If daily data are available, they can be assumed to
have the regression form

xyt 5 my 1 «yt (t 5 1, . . . , T), (B1)

where «yt is a weather noise anomaly on day t in year
y, and T (590) is the number of days within a 3-month
season (Zheng 1996). If the daily time series associated
with the weather noise component {«yt, t 5 1, . . . , T}
is stationary, the interannual variability of the seasonal
mean arising from the weather noise component can be
estimated from the variance spectrum of «yt as

2Y T1
i2pt /TV̂(« ) 5 x e , (B2)O Oyo yt2 ) )Y 3 T y51 t51

where i stands for the imaginary unit (Zwiers 1987).
The following simulation was carried out in order to

verify the proposed estimation method against the above
frequency domain method. A synthetic dataset com-
prising 40 independent AR(1) time series with length
90 (days) was generated using the Splus routine ‘‘ari-
ma.sim’’ (StatSci 1993). For each AR(1) series, the first-
order autoregressive coefficient a was set to be 0.4, 0.6,
and 0.8 in turn. The innovation variance was held con-
stant at 1 throughout. In total, 100 such independent
synthetic datasets were generated. Both analysis meth-
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FIG. D1. Here V̂(«yo) for Z500. The top, middle, and bottomÏ
panels are derived from the traditional method, the proposed method,
and the proposed method with the constraint C(«y1, «y3) 5 0, re-
spectively. Solid contours for every 5 m from 10 m and dashed
contours for 5 m.

ods were applied to each synthetic dataset to estimate
V(«yo). The theoretical variance of «yo is

T2s
tV(« ) 5 1 1 2 (1 2 t/T )a . (B3)Oyo 2 [ ]T(1 2 a ) t51

The mean and standard deviation of the 100 members
of V̂(«yo) (denoted as E[V̂(«yo)] and V[V̂(«yo)], re-Ï
spectively) normalized by V(«yo) are listed in TableÏ
B1. For each of the values of a, no significant differ-
ences are found in either of those two statistics between
its estimations based on the (traditional) frequency do-
main method and the method proposed in this study.
The two estimation methods both yield E[V̂(«yo)]/V(«yo)
close to unity and V[V̂(«yo)]/V(«yo) close to 0.158 (theÏ
theoretical value when V̂(« yo ) is distributed as
x2(80)V(«yo)/80), indicating that the bias and error in-
troduced in either of the two methods both tend to be
small.

APPENDIX C

Constraints on C(«y1, «y2)

The proposed method is again applied to each syn-
thetic dataset in the same manner as in appendix B for
estimating V(«yo) but with the following two modifi-
cations applied to Ĉ(«y1 , «y2): (a) no constraint: that is,
Ĉ(«y1 , «y2) 5 1.5 2 y 1 /y 2 , and (b) constrained as zero:
that is, Ĉ(«y1 , «y2) 5 0. All results are included in Table
B1.

The modification (a) is designed to check the impor-
tance of the constraint that limits Ĉ(«y1, «y2) below 0.1.
Table B1 shows that without this constraint the ratio

V[V̂(«yo)]/V(«yo) is between 0.4 and 0.5, which isÏ
much larger than that based on other methods (around
0.15). Hence, constraining Ĉ(«y1, «y2) between 0 and 0.1
is an important step toward reducing estimation errors.

The modification (b) is designed to examine the rel-
evance of assuming the weather noise component to be
completely independent from one month to another,
which could simplify the estimation substantially
(Zwiers 1996). Although this constraint acts to reduce
estimation errors slightly regardless of the values of the
AR(1) coefficient (Table B1), it gives rise to a consid-
erable negative bias, especially for the time series with
the relatively large coefficient (i.e., a 5 0.8). With these
reasonable results, we conclude that appropriate esti-
mation of the intermonthly correlation of the weather
noise component is important in estimating its inter-
annual variability, especially for such a daily time series
with relatively high persistency as that of SST or even
atmospheric variables in the Tropics.

APPENDIX D

An Example for Meteorological Data

We have analyzed DJF Z500 using both the traditional
and proposed methods. The results are shown in Fig.
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D1. Overall, V̂(«yo) derived from the daily data (topÏ
panel) coincides well with V̂(«yo) derived from theÏ
monthly means (middle panel). However, the former is
less than the latter over the ocean areas, especially over
the North Pacific, although the general pattern is very
similar.

For the North Pacific, V̂(«yo) derived from the month-Ï
ly means with the constraint C(«y1, «y2) 5 0 (bottom) is
about the same as that derived from the traditional ap-
proach, but less than that derived from the proposed ap-
proach. Since the daily autocorrelation coefficients over
North Pacific are more than 0.8, with the reasoning given
in appendix C, V̂(«yo) derived with the independenceÏ
constraint is negatively biased, so that V̂(«yo) derivedÏ
from the traditional approach must be underestimated over
the North Pacific, especially in the Aleutian region. There-
fore, the difference between the middle and top panels in
Fig. D1 over the North Pacific does not necessarily indicate
that the estimates derived from the proposed approach are
wrong. The underlying reasons for the magnitude differ-
ence are subject to further investigation.
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